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1 Inequality Practice

(a) We want to use Markov’s Inequality, but recall that Markov’s Inequality only works with non-negative random variables.
So, we define a new random variable X̃ = X + 5, where X̃ is always non-negative, so we can use Markov’s on X̃. By
linearity of expectation, E[X̃] = −3 + 5 = 2. So, Pr[X̃ ≥ 4] ≤ 2/4 = 1/2.

(b) We again use Markov’s Inequality. Similarly, define Ỹ = −Y + 10, and E[Ỹ ] = −1 + 10 = 9. P [Y ≤ −1] = P [−Y ≥
1] = P [−Y + 10 ≥ 11] ≤ 9/11.

(c) Let Zi be the number on the die for the ith roll, for i = 1, . . . , 100. Then, Z =
∑100

i=1 Zi. By linearity of expectation,

E[Z] =
∑100

i=1 E[Zi].

E[Zi] =

6∑
j=1

j · Pr[Zi = j] =

6∑
j=1

j · 1
6
=

1

6
·

6∑
j=1

j =
1

6
· 21 =

7

2

Then, we have E[Z] = 100 · (7/2) = 350.

E[Z2
i ] =

6∑
j=1

j2 · Pr[Zi = j] =

6∑
j=1

j2 · 1
6
=

1

6
·

6∑
j=1

j2 =
1

6
· 91 =

91

6

Then, we have

Var(Zi) = E[Z2
i ]− E[Zi]

2 =
91

6
−
(7
2

)2
=

35

12
,

Since the Zis are independent, and therefore uncorrelated, we can add the Var(Zi)s to get Var(Z) = 100× (35/12).

Finally, we note that we can upper bound Pr[|Z − 350| > 50] with Pr[|Z − 350| ≥ 50].

Putting it all together, we use Chebyshev’s to get

Pr[|Z − 350| > 50] < Pr[|Z − 350| ≥ 50] ≤ 100× (35/12)

502
=

7

60
.

2 Crazy High Moments

(a) To see this, we first fully expand the sum,

(X1+X2+ · · ·+Xn)
4 =

n∑
i=1

X4
i +

(
4

2

)∑
i<j

X2
i X

2
j +

(
4

1

)∑
i̸=j

XiX
3
j +2 ·

(
4

2

) ∑
i,j,k distinct

j<k

X2
i XjXk+4! ·

∑
i<j<k<t

XiXjXkXt

By linearity of expectation, the expectation of this sum is the same as the sum of the expectations of each term. By
indepndence, we know E[XiX

3
j ] = E[Xi]·E[X3

j ] = 0 because E[Xi] = 0. Similarly, E[X2
i XjXk] = E[X2

i ]·E[Xj ]·E[Xk] = 0
and E[XiXjXkXt] = E[Xi]E[Xj ]E[Xk]E[Xt] = 0. This proves that

E[(X1 +X2 + · · ·+Xn)
4] =

n∑
i=1

E[X4
i ] +

(
4

2

)
·
∑
i<j

E[X2
i ] · E[X2

j ].

(b) By linearity of expectation, E[Z] =
∑100

i=1 E[Zi]. We know that E[(Z−E[Z])4] = E

[(∑100
i=1 Zi − E[Zi]

)4]
= E

[(∑100
i=1 Xi

)4]
.

Because all the Xi’s we defined has expectation zero, we can apply (a).



The problem then boils down to calculating E[X4
i ] and E[X2

i ] · E[X2
j ].

E[X4
i ] =

6∑
j=1

(j − 3.5)4 · Pr[Zj = j] =
1

6

6∑
j=1

(j − 3.5)4 =
707

48
.

For E[X2
i ] · E[X2

j ], we reuse the calculation we had for 1(c), E[X2
i ] = Var[Zi] =

35
12 . E[X

2
i ] · E[X2

j ] =
(
35
12

)2
= 1225

144 .

Thus

E[(Z − E[Z])4] = E

( 100∑
i=1

Xi

)4


= 100 · 707
48

+

(
4

2

)
·
(
100

2

)
· 1225
144

=
1524775

6
. (apply 2(a).)

(c) We apply Markov’s inequality and get,

Pr[Z > 400] ≤ Pr[(Z − 350)4 > 504] ≤ 1524775/6

504
≈ 254129.0/6250000 ≈ 0.04066.

Here we used 1524775/6 ≈ 254129.0 as in the hint.

The number we got in 1(c) was 7/60 ≈ 0.116667. We get a much tighter tail bound by looking at the fourth moment.
With higher moments, we will get even better bounds.

3 Estimating µ and σ2

(a) E [µ̂] = E
[
X1+···+Xn

n

]
=

1

n
E [X1 + · · ·+Xn] =

1

n
n · E [Xi] = E [Xi].

(b) E[X2
i ] = Var[Xi] + E[Xi]

2 = σ2 + µ2 and E[XiXj ] = µ2 (i ̸= j).

(c) We first write σ̂2 using X1, X2, . . . , Xn:

σ̂2 =
(X1 − µ̂)2 + (X2 − µ̂)2 + . . .+ (Xn − µ̂)2

n

=
1

n

n∑
i=1

(Xi − µ̂)2

=
1

n

n∑
i=1

(
X2

i − 2Xiµ̂+ µ̂2
)

=
1

n

n∑
i=1

(
X2

i − 2Xiµ̂
)
+ µ̂2

=
1

n

n∑
i=1

X2
i − 2Xi ·

1

n

n∑
j=1

Xj

+

 1

n

n∑
j=1

Xj

2

=
1

n

n∑
i=1

(1− 2

n
+

1

n

)
X2

i +

(
− 2

n
+

1

n

) ∑
j:j ̸=i

XiXj





Therefore, by linearity of expectation,

E[σ̂2] =
1

n

n∑
i=1

(1− 2

n
+

1

n

)
(σ2 + µ2) +

(
− 2

n
+

1

n

) ∑
j:j ̸=i

µ2


=

(
1− 2

n
+

1

n

)
(σ2 + µ2) +

(
− 2

n
+

1

n

)
· (n− 1) · µ2

=
n− 1

n
· (σ2 + µ2)− n− 1

n
· µ2

=
n− 1

n
σ2.

(d) Propose a modified estimation σ̂2 which does satisfy the property.

We use σ̂2
unbias =

(X1−µ̂)2+(X2−µ̂)2+···+(Xn−µ̂)2

n−1 . Then

E[σ̂2
unbias] =

n

n− 1
· E[σ̂2] = σ2.
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